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• Supports continuous learning by harnessing 
non-expert user feedback
• Gradually extends its template repository

• Improves its performance over time



Outline

• Template-based QA


•NEQA


• Experiments


•Conclusion



Automated Template Generation

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Where did John Steinbeck go to college
WRB V N V TO N

nsubj

advmod

aux
nmod

case

N(type1) V N(pred1) IN(pred1) N(ent1)

dobj nsubj prep pobj

1

question

query
BillCarraro nominatedFor ?x

?x type movieAward



Alignment

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Where did John Steinbeck go to college
WRB V N V TO N

nsubj

advmod

aux
nmod

case

N(type1) V N(pred1) IN(pred1) N(ent1)

dobj nsubj prep pobj

1

BillCarraro nominatedFor ?x
?x type movieAwardmovieAward

question

query



Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Where did John Steinbeck go to college
WRB V N V TO N

nsubj

advmod

aux
nmod

case

N(type1) V N(pred1) IN(pred1) N(ent1)

dobj nsubj prep pobj

1

ILP

Alignment

BillCarraro nominatedFor ?x
?x type movieAwardmovieAward

question

query



Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

Role-aligned Question-Query Pair

BillCarraroent nominatedForpred ?x
?x type movieAwardclass

question

query



Role-aligned Template

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

question template

query template ent pred ?x
?x type class



Outline

• Template-based QA


•NEQA


• Experiments


•Conclusion



NEQA
Question-query bank

“Which film awards was Bill Carraro  
nominated for?”

BillCarraro nominatedFor ?x
?x type movieAward



Question-query bank

Template-based 
QA

“Which film awards was Bill Carraro  
nominated for?”

BillCarraro nominatedFor ?x
?x type movieAward

Training

Initial Training



Question-query bank

Template-based QA

“Which film awards was Bill Carraro  
nominated for?”

BillCarraro nominatedFor ?x
?x type movieAward

Training

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

ent pred ?x
?x type class

Template bank

Initial Training



unew = “Which president was Lincoln succeeded by?”

Answering with Templates
Question-query bank

Template-based 
QA

“Which film awards was Bill Carraro  
nominated for?”

BillCarraro nominatedFor ?x
?x type movieAward

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

ent pred ?x
?x type class

Template bank



Question-query bank

Template-based QA

“Which film awards was Bill Carraro  
nominated for?”

BillCarraro nominatedFor ?x
?x type movieAward

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

ent pred ?x
?x type class

Template bank

unew = “Which president was Lincoln succeeded by?”

Answering with Templates



Question-query bank

Template-based QA

“Which film awards was Bill Carraro  
nominated for?”

BillCarraro nominatedFor ?x
?x type movieAward

unew = “Which president was Lincoln succeeded by?”

Answering with Templates

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

ent pred ?x
?x type class

Template bank



unew = “Which president was Lincoln succeeded by?”

AbrahamLincoln succeededBy ?x
?x type president

Answering with Templates
Question-query bank

Template-based QA
“Which film awards was Bill Carraro  

nominated for?”
BillCarraro nominatedFor ?x

?x type movieAward

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

Template bank

ent pred ?x
?x type class



Answering with Templates
Question-query bank

Template-based QA

“Which film awards was Bill Carraro  
nominated for?”

BillCarraro nominatedFor ?x
?x type movieAward

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

Template bank

ent pred ?x
?x type class

“Which president was Lincoln 
succeeded by?”

AbrahamLincoln succeededBy ?x
?x type president



u = “What are the film award nominations that Brad Pitt received?”

Answering with Similarity Function

Question-query bank

Template-based QA
“Which film awards was Bill Carraro  

nominated for?”
BillCarraro nominatedFor ?x

?x type movieAward

Template bank

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

ent pred ?x
?x type class

“Which president was Lincoln 
succeeded by?”

AbrahamLincoln succeededBy ?x
?x type president



u = “What are the film award nominations that Brad Pitt received?”

Answering with Similarity Function

Question-query bank

Template-based QA

Template bank

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

ent pred ?x
?x type class

✘

“Which film awards was Bill Carraro  
nominated for?”

BillCarraro nominatedFor ?x
?x type movieAward

“Which president was Lincoln 
succeeded by?”

AbrahamLincoln succeededBy ?x
?x type president



u = “What are the film award nominations that Brad Pitt received?”

Answering with Similarity Function

Question-query bank

Template-based QA

Template bank

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

ent pred ?x
?x type class

Similarity-based  
Answering

“Which film awards was Bill Carraro  
nominated for?”

BillCarraro nominatedFor ?x
?x type movieAward

“Which president was Lincoln 
succeeded by?”

AbrahamLincoln succeededBy ?x
?x type president



u = “What are the film award nominations that Brad Pitt received?”

Answering with Similarity Function
Question-query bank

Template-based QA“Which film awards was Bill Carraro  
nominated for?”

BillCarraro nominatedFor ?x
?x type movieAward

Template bank

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

ent pred ?x
?x type class

Similarity-based Answering

“Which president was Lincoln 
succeeded by?”

AbrahamLincoln succeededBy ?x
?x type president



u = “What are the film award nominations that Brad Pitt received?”

Answering with Similarity Function
Question-query bank

Template-based QA“Which film awards was <E> 
nominated for?”

<E> nominatedFor ?x
?x type movieAward

Template bank

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

ent pred ?x
?x type class

Similarity-based Answering

“Which president was <E> 
succeeded by?”

<E> succeededBy ?x
?x type president



u = “What are the film award nominations that <E> received?”

Answering with Similarity Function
Question-query bank

Template-based QA“Which film awards was <E> 
nominated for?”

<E> nominatedFor ?x
?x type movieAward

Template bank

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

ent pred ?x
?x type class

Similarity-based Answering

“Which president was <E> 
succeeded by?”

<E> succeededBy ?x
?x type president



u = “What are the film award nominations that <E> received?”

Top-k similar wrt u

Question-query bank

Template-based QA“Which film awards was <E> 
nominated for?”

<E> nominatedFor ?x
?x type movieAward

Template bank

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

ent pred ?x
?x type class

Similarity-based Answering

“Which president was <E> 
succeeded by?”

<E> succeededBy ?x
?x type president

Answering with Similarity Function



u = “What are the film award nominations that <E> received?”

Top-k similar wrt u

Question-query bank

Template-based QA“Which film awards was <E> 
nominated for?”

<E> nominatedFor ?x
?x type movieAward

Template bank

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

ent pred ?x
?x type class

Similarity-based Answering

“Which president was <E> 
succeeded by?”

<E> succeededBy ?x
?x type president

Answering with Similarity Function

Language model 
Word2Vec



u = “What are the film award nominations that <E> received?”

Instantiate paired query

Question-query bank

Template-based QA
“Which film awards was <E> 

nominated for?”

<E> nominatedFor ?x
?x type movieAward

Template bank

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

ent pred ?x
?x type class

Similarity-based Answering

“Which president was <E> 
succeeded by?”

<E> succeededBy ?x
?x type president

Answering with Similarity Function



u = “What are the film award nominations that <E> received?”

Question-query bank

Template-based QA
“Which film awards was <E> 

nominated for?”

<E> nominatedFor ?x
?x type movieAward

Template bank

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

ent pred ?x
?x type class

Similarity-based Answering“Which president was <E> 
succeeded by?”

<E> succeededBy ?x
?x type president

Answering with Similarity Function

BradPitt nominatedFor ?x
?x type movieAward



u = “What are the film award nominations that <E> received?”

Question-query bank

Template-based QA
“Which film awards was <E> 

nominated for?”

<E> nominatedFor ?x
?x type movieAward

Template bank

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

ent pred ?x
?x type class

Similarity-based Answering“Which president was <E> 
succeeded by?”

<E> succeededBy ?x
?x type president

Answering with Similarity Function

BAFTA Award



u = “What are the film award nominations that <E> received?”

Question-query bank

Template-based QA
“Which film awards was <E> 

nominated for?”

<E> nominatedFor ?x
?x type movieAward

Template bank

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

ent pred ?x
?x type class

Similarity-based Answering“Which president was <E> 
succeeded by?”

<E> succeededBy ?x
?x type president

User Feedback

BAFTA Award

User feedback on answers



u = “What are the film award nominations that <E> received?”

Question-query bank

Template-based QA
“Which film awards was <E> 

nominated for?”

<E> nominatedFor ?x
?x type movieAward

Template bank

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

ent pred ?x
?x type class

Similarity-based Answering“Which president was <E> 
succeeded by?”

<E> succeededBy ?x
?x type president

User Feedback

BradPitt nominatedFor ?x
?x type movieAward

User feedback on answers

✓



Question-query bank

Template-based QA
“Which film awards was <E> 

nominated for?”

<E> nominatedFor ?x
?x type movieAward

Template bank

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

ent pred ?x
?x type class

Similarity-based Answering“Which president was <E> 
succeeded by?”

<E> succeededBy ?x
?x type president

“What are the film award 
nominations that <E> received?”

<E> nominatedFor ?x
?x type movieAward

Add (question, query) to

question-query bank

Answering with Similarity Function



Question-query bank

Template-based QA

“Which film awards was <E> 
nominated for?”

<E> nominatedFor ?x
?x type movieAward

Template bank

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

ent pred ?x
?x type class

Similarity-based Answering

“Which president was <E> 
succeeded by?”

<E> succeededBy ?x
?x type president

Template Generation

“What are the film award nominations 
that <E> received?”

<E> nominatedFor ?x
?x type movieAward

Generate a template

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

NOUN(class) NOUN(pred) NOUN(ent) VERB(pred)

compund subject

object

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

1

ent pred ?x
?x type class



Question-query bank

Template-based QA

“Which film awards was <E> 
nominated for?”

<E> nominatedFor ?x
?x type movieAward

Template bank

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

1

ent pred ?x
?x type classSimilarity-based Answering

“Which president was <E> 
succeeded by?”

<E> succeededBy ?x
?x type president

“What are the film award nominations 
that <E> received?”

<E> nominatedFor ?x
?x type movieAward ent pred ?x

?x type class

Where are Riddell Helmets manufactured
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

Where was Martin Luther raised
WRB VERB NOUN VERB

advmod

auxpass

nsubjpass

VERB NOUN VERB

auxpass

nsubjpass

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

nmod

case

nsubjpass

NOUN(class) NOUN(pred) NOUN(ent) VERB(pred)

compund subject

object

Which film award was Bill Carraro nominated for

WDT NOUN VERB NOUN VERB PREP

det

object

aux

subject modifier

film award Bill Carraro nominated for

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

NOUN(class) NOUN(ent) VERB(pred) PREP(pred)

object

subject modifier

1

Template Generation

To summerize: 



Outline

• Template-based QA


•NEQA


• Experiments


•Conclusion



Setup

• WebQuestions dataset


• 3775 question-answer training pairs


• 2032 testing questions, streamed in batches 
of size 100 


• After each batch, models are retrained



Setup (contd.)

• Initial training


• Only 300 question/query (out of 3775)


• 223 question-query templates


• Two feedback configurations:


• User feedback: simulated with gold answers with K = 5


• No user feedback: top-1 answer/query deemed correct
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Conclusion

• We presented NEQA, a KB-QA system that


• Initialized with a small training set


• Extends coverage of template-based methods 
using a similarity function


• Introduces scope for user feedback in KB-QA
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Similarity Function

of questions from our question-query bank, and � 2 [0, 1] is a
smoothing parameter.

The second component uses a word2vec model pre-trained on
Google News corpora [37]:

scorew2� (unew ,ui ) =
1
|P |

’
(w j ,wk )2P

cos(w2�(w j ),w2�(wk )), (2)

where, w j 2 unew , wk 2 ui , w2�(w) is the word2vec embedding
vector ofw , and P is the set of word pairs from unew and ui whose
cosine similarity is above a threshold � .

The �nal score is a linear combination of the two components
presented above, where � is a trade-o� parameter:

scoresim (unew ,ui ) = � · scoreLM (unew ,ui )
+ (1 � �) · scorew2� (unew ,ui )

(3)

3.4 Harnessing User Feedback
NEQA resorts to user feedback in two cases. The �rst is when
an incoming utterance unew is answered using templates in the
template bank. In this case, the user is asked to give feedback on
the relevance of the answer sets shown to her by either choosing
the one that satis�es her information needs or none of them, if
none is satisfactory. By propagating answer quality back to queries,
this feedback is leveraged to extend the question-query bank. The
second case is when NEQA returns answers using the semantic
similarity function. The answers obtained from the top-k previously
answered questions that are most similar to unew are shown to
the user for assessment. This feedback is used to extend both the
template and the question-query banks.

In both cases above, it is important to keep k small to ensure the
feasibility of asking for user feedback. In the experiments, we show
that this is the case for our choices of LTR and semantic similarity
functions. Additionally, we look at the extreme case where k = 1
and user feedback is bypassed by making the assumption that
answers returned by our system are correct, and can be used for
continuous learning.

4 EXPERIMENTS
We present extensive experimental evaluation and analysis of con-
tinuous learning in NEQA. Our experiments demonstrate NEQA’s
ability to continuously improve its answering performance over
time starting with a very limited training set. We show that the
answering performance of traditional state-of-the-art QA systems
where periodic re-training is done is inferior to that of NEQA, which
was designed speci�cally to support continuous learning. We also
show that the manner in which NEQA exploits the interaction be-
tween syntax and semantics allows it to support truly open-domain
QA by answering questions requiring predicates it has not seen
before.

4.1 Setup
Benchmarks.We use the following KB-QA benchmarks over Free-
base to evaluate NEQA:
• WebQuestions (WQ) [9]: This benchmark was created using
Google’s suggest API and crowdsourcing, and is composed of

Property WQ CQ

Size of initial training set 300 105
Size of development set 300 300

Initial templates acquired 223 85

Table 1: NEQA initialization statistics.

5810 questions, each paired with its answer set. These are split
into 3778 training and 2032 test instances.

• ComplexQuestions (CQ) [5]: This very recent benchmark
focuses on more challenging multi-constraint questions. It con-
tains 2100 question-answer pairs from (i) a commercial search
engine, (ii) WebQuestions and, (iii) the benchmark released by
Yin et al. [62]. It is split into 1300 training and 800 test cases.

We base our extended analyses and comparisons with baseline
systems onWQ due to the lack of publicly available KB-QA systems
designed for handling complex questions in CQ. As detailed below,
small subsets of the respective training sets are used for initial
training, followed by streaming the complete test sets in batches to
simulate online answering and continuous learning.
Training. Table 1 gives a summary of the initial training stage. A
main motivation for resorting to continuous learning is the cost
associated with obtaining a large training set upfront. To simulate
small seed training sets, we randomly sample only about 8% of the
standard WQ and CQ training sets. These seed training sets were
used to initialize the (i) question-query and template banks (Sec-
tion 3.1), (ii) learning-to-rank (LTR) models (Section 3.2), and (iii)
language model component of the similarity function (Section 3.3).
The development sets (randomly sampled from the training set)
were used to tune the � and � parameters of the similarity function.
Crucially, NEQA is never exposed to the full WQ or CQ training
sets in our experiments beyond the above seed examples. After
initial training, NEQA is deployed to answer incoming questions,
performing continuous learning when necessary.
Continuous learning. During answering, NEQA receives test
questions from the respective benchmark in batches. At the end
of each batch, we retrain the LTR component and re-estimate the
language model with the data seen thus far. We set our batch size to
100 questions, so that we can observe the e�ect of continued learn-
ing over a larger number of batches (20 for WQ, 8 for CQ). Varying
batch size did not have any signi�cant e�ect on the observed trends.

We report system performance in two modes, which di�er in
their invocation of user feedback during continuous learning:
• NEQA (with user feedback): Here, we invoke user feedback
to select the most appropriate answer set among the top-k an-
swer sets obtained using templates and, if none are appropriate,
among the top-k obtained using the similarity function. We use
gold answer labels provided with the benchmarks to simulate
user feedback. We use k = 5 in both cases, as we �nd that it pro-
vides a good balance between recall and the number of answer
sets a user needs to look at.

• NEQA-No-User-Feedback: In this con�guration, we perform
continuous learning without user feedback. Instead, we take the
top-ranked answer set in either of the two lists of answer sets

Given a new utterance unew  and a question ui from our bank:
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of questions from our question-query bank, and � 2 [0, 1] is a
smoothing parameter.

The second component uses a word2vec model pre-trained on
Google News corpora [37]:
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1
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where, w j 2 unew , wk 2 ui , w2�(w) is the word2vec embedding
vector ofw , and P is the set of word pairs from unew and ui whose
cosine similarity is above a threshold � .

The �nal score is a linear combination of the two components
presented above, where � is a trade-o� parameter:

scoresim (unew ,ui ) = � · scoreLM (unew ,ui )
+ (1 � �) · scorew2� (unew ,ui )

(3)

3.4 Harnessing User Feedback
NEQA resorts to user feedback in two cases. The �rst is when
an incoming utterance unew is answered using templates in the
template bank. In this case, the user is asked to give feedback on
the relevance of the answer sets shown to her by either choosing
the one that satis�es her information needs or none of them, if
none is satisfactory. By propagating answer quality back to queries,
this feedback is leveraged to extend the question-query bank. The
second case is when NEQA returns answers using the semantic
similarity function. The answers obtained from the top-k previously
answered questions that are most similar to unew are shown to
the user for assessment. This feedback is used to extend both the
template and the question-query banks.

In both cases above, it is important to keep k small to ensure the
feasibility of asking for user feedback. In the experiments, we show
that this is the case for our choices of LTR and semantic similarity
functions. Additionally, we look at the extreme case where k = 1
and user feedback is bypassed by making the assumption that
answers returned by our system are correct, and can be used for
continuous learning.

4 EXPERIMENTS
We present extensive experimental evaluation and analysis of con-
tinuous learning in NEQA. Our experiments demonstrate NEQA’s
ability to continuously improve its answering performance over
time starting with a very limited training set. We show that the
answering performance of traditional state-of-the-art QA systems
where periodic re-training is done is inferior to that of NEQA, which
was designed speci�cally to support continuous learning. We also
show that the manner in which NEQA exploits the interaction be-
tween syntax and semantics allows it to support truly open-domain
QA by answering questions requiring predicates it has not seen
before.

4.1 Setup
Benchmarks.We use the following KB-QA benchmarks over Free-
base to evaluate NEQA:
• WebQuestions (WQ) [9]: This benchmark was created using
Google’s suggest API and crowdsourcing, and is composed of

Property WQ CQ

Size of initial training set 300 105
Size of development set 300 300

Initial templates acquired 223 85

Table 1: NEQA initialization statistics.

5810 questions, each paired with its answer set. These are split
into 3778 training and 2032 test instances.

• ComplexQuestions (CQ) [5]: This very recent benchmark
focuses on more challenging multi-constraint questions. It con-
tains 2100 question-answer pairs from (i) a commercial search
engine, (ii) WebQuestions and, (iii) the benchmark released by
Yin et al. [62]. It is split into 1300 training and 800 test cases.

We base our extended analyses and comparisons with baseline
systems onWQ due to the lack of publicly available KB-QA systems
designed for handling complex questions in CQ. As detailed below,
small subsets of the respective training sets are used for initial
training, followed by streaming the complete test sets in batches to
simulate online answering and continuous learning.
Training. Table 1 gives a summary of the initial training stage. A
main motivation for resorting to continuous learning is the cost
associated with obtaining a large training set upfront. To simulate
small seed training sets, we randomly sample only about 8% of the
standard WQ and CQ training sets. These seed training sets were
used to initialize the (i) question-query and template banks (Sec-
tion 3.1), (ii) learning-to-rank (LTR) models (Section 3.2), and (iii)
language model component of the similarity function (Section 3.3).
The development sets (randomly sampled from the training set)
were used to tune the � and � parameters of the similarity function.
Crucially, NEQA is never exposed to the full WQ or CQ training
sets in our experiments beyond the above seed examples. After
initial training, NEQA is deployed to answer incoming questions,
performing continuous learning when necessary.
Continuous learning. During answering, NEQA receives test
questions from the respective benchmark in batches. At the end
of each batch, we retrain the LTR component and re-estimate the
language model with the data seen thus far. We set our batch size to
100 questions, so that we can observe the e�ect of continued learn-
ing over a larger number of batches (20 for WQ, 8 for CQ). Varying
batch size did not have any signi�cant e�ect on the observed trends.

We report system performance in two modes, which di�er in
their invocation of user feedback during continuous learning:
• NEQA (with user feedback): Here, we invoke user feedback
to select the most appropriate answer set among the top-k an-
swer sets obtained using templates and, if none are appropriate,
among the top-k obtained using the similarity function. We use
gold answer labels provided with the benchmarks to simulate
user feedback. We use k = 5 in both cases, as we �nd that it pro-
vides a good balance between recall and the number of answer
sets a user needs to look at.

• NEQA-No-User-Feedback: In this con�guration, we perform
continuous learning without user feedback. Instead, we take the
top-ranked answer set in either of the two lists of answer sets

3.1 Initial Training
NEQA is initialized through an automated template generation
stage, as discussed in Section 2.2. This stage relies on weak super-
vision through a small number of questions, each paired with its
answer set. This training stage results in populating the question-
query and template banks (Figure 1) with their seed data that are
used for bootstrapping the continuous learning process. Moreover,
it results in NEQA’s �rst LTR model. NEQA’s continuous learning
improves all three components once the system goes online.

Questions in the question-query bank are stored in a generalized
form that facilitates improved matching by the semantic similarity
function. Speci�cally, entities in both questions and queries in the
question-query bank are replaced by placeholders. For example,
“Which �lm award was ENTITY nominated for?” (question) is paired
with ENTITY nominatedFor ?x . ?x type movieAward (query).

3.2 Answering with Templates
Once the system goes online, it starts receiving new question ut-
terances from users. Given a new question unew , NEQA identi�es
matching question templates {ut } in its template bank. A match is
deemed successful if edge labels and POS tags in the dependency
parse of unew and u

t agree. For example, the dependency parse
of “which president was lincoln succeeded by?” matches the utter-
ance template in Figure 4. When this happens, the associated query
template qt is instantiated with concrete semantic items using the
phrases in unew , the alignment information between u

t and q
t ,

and the underlying lexicon L. For example, based on the alignment
information in Figure 4, the verb phrase ‘succeeded by’ is used to
instantiate a KB predicate.

Note that a single utterance may match multiple utterance tem-
plates, and these templates may result in multiple queries due to
ambiguity in L. The learning-to-rank (LTR) model is used to rank
this set of candidate queries. Features for training the LTR model
are borrowed from past work [1, 6], and are derived from lexicon
weights, entity popularity scores, answer type constraints, and sizes
of answer sets, among others. The top-ranked queries, as detailed
below, are then executed over the KB to fetch answer sets.

Next, user feedback is obtained on these retrieved answer sets.
To be realistic, note that we obtain feedback on answer sets of
the top-k queries where k is small. If an answer set is chosen
(e.g., {AndrewJohnson}) by the user, then this validates the choice
of the query q

⇤ that generated this answer set as correct (e.g.,
AbrahamLincoln succeededBy ?x . ?x type president). On the other hand,
when none of the shown answer sets is chosen, NEQA proceeds
di�erently (Section 3.3). Finally, the correct query q⇤ is paired with
unew and is then added to our question-query bank after entity
generalization. For the example above,q⇤ after entity generalization
is: ENTITY succeededBy ?x . ?x type president. Such an augmentation
of the question-query bank potentially results in the system gaining
questions with unseen KB predicates. We validate this postulate
in our experiments on open-domain answering. When a batch of
questions has been received, we use the questions answered satis-
factorily by the templates to retrain the LTR model to further boost
the performance of the system on subsequent questions.

3.3 Answering via Similarity Function
A core contribution of NEQA is to extend coverage of template-
based answering using a semantic similarity function. A typical
template-based KB-QA system fails when an input utterance repre-
sents previously unseen syntactic structure [1, 23, 48, 57]. Further,
even when a matching utterance template is identi�ed, the KB-QA
system might fail to deliver answers due to errors in the alignment
information between the question and the query templates.

NEQA, on the other hand, builds on failure cases to improve its
future QA performance. Whenever a question cannot be answered
satisfactorily using templates, NEQA uses a semantic similarity
function to retrieve the k most semantically similar questions to
unew from its question-query bank. For example, say, the utterance
unew = “what are the �lm award nominations that bill carraro re-
ceived?” represents a syntactic structure beyond the coverage of our
current templates. However, our question-query bank contains a
similar question: “which �lm awards was bill carraro nominated for?”.
The goal of our similarity function is to identify such questions and
allow the transfer of semantics across syntactic structures.

We �rst use an o�-the-shelf NERD system to link mentions of
entities in unew to KB entities [59]. Identi�ed entities in unew are
then replaced by placeholders to ensure better generalization. Simi-
lar generalization is also done on (u,q) pairs in our question-query
bank (Section 3.1). Next, the corresponding queries {q1 . . .qk } for
these similar utterances are instantiated with entities from unew
and then executed over the KB to retrieve answer sets.

Next, we obtain user feedback on the answer sets of the k queries.
If an answer set is chosen (e.g., {BlackReel}), the corresponding
query q

⇤ (e.g., BillCarraro nominatedFor ?x . ?x type movieAward) is
paired with unew . The newly generated pair (unew ,q⇤) is then
added to our question-query bank after entity generalization. A
vital step of NEQA is the subsequent on-the-�y alignment and gen-
eralization of unew and q⇤, to obtain a new template (ut ,qt ). This
is performed by casting the problem as an integer linear program
(Section 2.2). The new template (ut ,qt ) is then added to NEQA’s
template bank. By acquiring more templates, the system’s capability
to handle syntactic variation increases, i.e., it learns how to directly
answer questions with new syntactic structures.
Similarity function. Following recent work on question retrieval
in community question answering [63], we opt for an unsuper-
vised semantic similarity function. Note that we treat the similarity
function as a plug-in, where supervised methods can also be used
if required. Our similarity function consists of two components:
(i) question likelihood based on a language model, and (ii) word
embedding-based similarity obtained through word2vec.

Given a new question unew and a question ui from our question-
query bank, our �rst component, based on language model, com-
putes question likelihood as follows:

scoreLM (unew ,ui ) =
÷

w 2unew
[(1��)·Pml (w |ui )+� ·Pml (w |C)] (1)

where Pml (w |ui ) represents the maximum likelihood probability
estimate of w estimated from ui and w is a unigram, bigram or
trigram generated directly from unew or from paths of lengths one
and two in the dependency parse ofunew . Pml (w |C) is a smoothing
term calculated as the maximum likelihood of w in a corpus C

Given a new utterance unew  and a question ui from our bank:



Similarity Function

of questions from our question-query bank, and � 2 [0, 1] is a
smoothing parameter.

The second component uses a word2vec model pre-trained on
Google News corpora [37]:

scorew2� (unew ,ui ) =
1
|P |

’
(w j ,wk )2P

cos(w2�(w j ),w2�(wk )), (2)

where, w j 2 unew , wk 2 ui , w2�(w) is the word2vec embedding
vector ofw , and P is the set of word pairs from unew and ui whose
cosine similarity is above a threshold � .

The �nal score is a linear combination of the two components
presented above, where � is a trade-o� parameter:

scoresim (unew ,ui ) = � · scoreLM (unew ,ui )
+ (1 � �) · scorew2� (unew ,ui )

(3)

3.4 Harnessing User Feedback
NEQA resorts to user feedback in two cases. The �rst is when
an incoming utterance unew is answered using templates in the
template bank. In this case, the user is asked to give feedback on
the relevance of the answer sets shown to her by either choosing
the one that satis�es her information needs or none of them, if
none is satisfactory. By propagating answer quality back to queries,
this feedback is leveraged to extend the question-query bank. The
second case is when NEQA returns answers using the semantic
similarity function. The answers obtained from the top-k previously
answered questions that are most similar to unew are shown to
the user for assessment. This feedback is used to extend both the
template and the question-query banks.

In both cases above, it is important to keep k small to ensure the
feasibility of asking for user feedback. In the experiments, we show
that this is the case for our choices of LTR and semantic similarity
functions. Additionally, we look at the extreme case where k = 1
and user feedback is bypassed by making the assumption that
answers returned by our system are correct, and can be used for
continuous learning.

4 EXPERIMENTS
We present extensive experimental evaluation and analysis of con-
tinuous learning in NEQA. Our experiments demonstrate NEQA’s
ability to continuously improve its answering performance over
time starting with a very limited training set. We show that the
answering performance of traditional state-of-the-art QA systems
where periodic re-training is done is inferior to that of NEQA, which
was designed speci�cally to support continuous learning. We also
show that the manner in which NEQA exploits the interaction be-
tween syntax and semantics allows it to support truly open-domain
QA by answering questions requiring predicates it has not seen
before.

4.1 Setup
Benchmarks.We use the following KB-QA benchmarks over Free-
base to evaluate NEQA:
• WebQuestions (WQ) [9]: This benchmark was created using
Google’s suggest API and crowdsourcing, and is composed of

Property WQ CQ

Size of initial training set 300 105
Size of development set 300 300

Initial templates acquired 223 85

Table 1: NEQA initialization statistics.

5810 questions, each paired with its answer set. These are split
into 3778 training and 2032 test instances.

• ComplexQuestions (CQ) [5]: This very recent benchmark
focuses on more challenging multi-constraint questions. It con-
tains 2100 question-answer pairs from (i) a commercial search
engine, (ii) WebQuestions and, (iii) the benchmark released by
Yin et al. [62]. It is split into 1300 training and 800 test cases.

We base our extended analyses and comparisons with baseline
systems onWQ due to the lack of publicly available KB-QA systems
designed for handling complex questions in CQ. As detailed below,
small subsets of the respective training sets are used for initial
training, followed by streaming the complete test sets in batches to
simulate online answering and continuous learning.
Training. Table 1 gives a summary of the initial training stage. A
main motivation for resorting to continuous learning is the cost
associated with obtaining a large training set upfront. To simulate
small seed training sets, we randomly sample only about 8% of the
standard WQ and CQ training sets. These seed training sets were
used to initialize the (i) question-query and template banks (Sec-
tion 3.1), (ii) learning-to-rank (LTR) models (Section 3.2), and (iii)
language model component of the similarity function (Section 3.3).
The development sets (randomly sampled from the training set)
were used to tune the � and � parameters of the similarity function.
Crucially, NEQA is never exposed to the full WQ or CQ training
sets in our experiments beyond the above seed examples. After
initial training, NEQA is deployed to answer incoming questions,
performing continuous learning when necessary.
Continuous learning. During answering, NEQA receives test
questions from the respective benchmark in batches. At the end
of each batch, we retrain the LTR component and re-estimate the
language model with the data seen thus far. We set our batch size to
100 questions, so that we can observe the e�ect of continued learn-
ing over a larger number of batches (20 for WQ, 8 for CQ). Varying
batch size did not have any signi�cant e�ect on the observed trends.

We report system performance in two modes, which di�er in
their invocation of user feedback during continuous learning:
• NEQA (with user feedback): Here, we invoke user feedback
to select the most appropriate answer set among the top-k an-
swer sets obtained using templates and, if none are appropriate,
among the top-k obtained using the similarity function. We use
gold answer labels provided with the benchmarks to simulate
user feedback. We use k = 5 in both cases, as we �nd that it pro-
vides a good balance between recall and the number of answer
sets a user needs to look at.

• NEQA-No-User-Feedback: In this con�guration, we perform
continuous learning without user feedback. Instead, we take the
top-ranked answer set in either of the two lists of answer sets

3.1 Initial Training
NEQA is initialized through an automated template generation
stage, as discussed in Section 2.2. This stage relies on weak super-
vision through a small number of questions, each paired with its
answer set. This training stage results in populating the question-
query and template banks (Figure 1) with their seed data that are
used for bootstrapping the continuous learning process. Moreover,
it results in NEQA’s �rst LTR model. NEQA’s continuous learning
improves all three components once the system goes online.

Questions in the question-query bank are stored in a generalized
form that facilitates improved matching by the semantic similarity
function. Speci�cally, entities in both questions and queries in the
question-query bank are replaced by placeholders. For example,
“Which �lm award was ENTITY nominated for?” (question) is paired
with ENTITY nominatedFor ?x . ?x type movieAward (query).

3.2 Answering with Templates
Once the system goes online, it starts receiving new question ut-
terances from users. Given a new question unew , NEQA identi�es
matching question templates {ut } in its template bank. A match is
deemed successful if edge labels and POS tags in the dependency
parse of unew and u

t agree. For example, the dependency parse
of “which president was lincoln succeeded by?” matches the utter-
ance template in Figure 4. When this happens, the associated query
template qt is instantiated with concrete semantic items using the
phrases in unew , the alignment information between u

t and q
t ,

and the underlying lexicon L. For example, based on the alignment
information in Figure 4, the verb phrase ‘succeeded by’ is used to
instantiate a KB predicate.

Note that a single utterance may match multiple utterance tem-
plates, and these templates may result in multiple queries due to
ambiguity in L. The learning-to-rank (LTR) model is used to rank
this set of candidate queries. Features for training the LTR model
are borrowed from past work [1, 6], and are derived from lexicon
weights, entity popularity scores, answer type constraints, and sizes
of answer sets, among others. The top-ranked queries, as detailed
below, are then executed over the KB to fetch answer sets.

Next, user feedback is obtained on these retrieved answer sets.
To be realistic, note that we obtain feedback on answer sets of
the top-k queries where k is small. If an answer set is chosen
(e.g., {AndrewJohnson}) by the user, then this validates the choice
of the query q

⇤ that generated this answer set as correct (e.g.,
AbrahamLincoln succeededBy ?x . ?x type president). On the other hand,
when none of the shown answer sets is chosen, NEQA proceeds
di�erently (Section 3.3). Finally, the correct query q⇤ is paired with
unew and is then added to our question-query bank after entity
generalization. For the example above,q⇤ after entity generalization
is: ENTITY succeededBy ?x . ?x type president. Such an augmentation
of the question-query bank potentially results in the system gaining
questions with unseen KB predicates. We validate this postulate
in our experiments on open-domain answering. When a batch of
questions has been received, we use the questions answered satis-
factorily by the templates to retrain the LTR model to further boost
the performance of the system on subsequent questions.

3.3 Answering via Similarity Function
A core contribution of NEQA is to extend coverage of template-
based answering using a semantic similarity function. A typical
template-based KB-QA system fails when an input utterance repre-
sents previously unseen syntactic structure [1, 23, 48, 57]. Further,
even when a matching utterance template is identi�ed, the KB-QA
system might fail to deliver answers due to errors in the alignment
information between the question and the query templates.

NEQA, on the other hand, builds on failure cases to improve its
future QA performance. Whenever a question cannot be answered
satisfactorily using templates, NEQA uses a semantic similarity
function to retrieve the k most semantically similar questions to
unew from its question-query bank. For example, say, the utterance
unew = “what are the �lm award nominations that bill carraro re-
ceived?” represents a syntactic structure beyond the coverage of our
current templates. However, our question-query bank contains a
similar question: “which �lm awards was bill carraro nominated for?”.
The goal of our similarity function is to identify such questions and
allow the transfer of semantics across syntactic structures.

We �rst use an o�-the-shelf NERD system to link mentions of
entities in unew to KB entities [59]. Identi�ed entities in unew are
then replaced by placeholders to ensure better generalization. Simi-
lar generalization is also done on (u,q) pairs in our question-query
bank (Section 3.1). Next, the corresponding queries {q1 . . .qk } for
these similar utterances are instantiated with entities from unew
and then executed over the KB to retrieve answer sets.

Next, we obtain user feedback on the answer sets of the k queries.
If an answer set is chosen (e.g., {BlackReel}), the corresponding
query q

⇤ (e.g., BillCarraro nominatedFor ?x . ?x type movieAward) is
paired with unew . The newly generated pair (unew ,q⇤) is then
added to our question-query bank after entity generalization. A
vital step of NEQA is the subsequent on-the-�y alignment and gen-
eralization of unew and q⇤, to obtain a new template (ut ,qt ). This
is performed by casting the problem as an integer linear program
(Section 2.2). The new template (ut ,qt ) is then added to NEQA’s
template bank. By acquiring more templates, the system’s capability
to handle syntactic variation increases, i.e., it learns how to directly
answer questions with new syntactic structures.
Similarity function. Following recent work on question retrieval
in community question answering [63], we opt for an unsuper-
vised semantic similarity function. Note that we treat the similarity
function as a plug-in, where supervised methods can also be used
if required. Our similarity function consists of two components:
(i) question likelihood based on a language model, and (ii) word
embedding-based similarity obtained through word2vec.

Given a new question unew and a question ui from our question-
query bank, our �rst component, based on language model, com-
putes question likelihood as follows:

scoreLM (unew ,ui ) =
÷

w 2unew
[(1��)·Pml (w |ui )+� ·Pml (w |C)] (1)

where Pml (w |ui ) represents the maximum likelihood probability
estimate of w estimated from ui and w is a unigram, bigram or
trigram generated directly from unew or from paths of lengths one
and two in the dependency parse ofunew . Pml (w |C) is a smoothing
term calculated as the maximum likelihood of w in a corpus C

of questions from our question-query bank, and � 2 [0, 1] is a
smoothing parameter.

The second component uses a word2vec model pre-trained on
Google News corpora [37]:

scorew2� (unew ,ui ) =
1
|P |

’
(w j ,wk )2P

cos(w2�(w j ),w2�(wk )), (2)

where, w j 2 unew , wk 2 ui , w2�(w) is the word2vec embedding
vector ofw , and P is the set of word pairs from unew and ui whose
cosine similarity is above a threshold � .

The �nal score is a linear combination of the two components
presented above, where � is a trade-o� parameter:

scoresim (unew ,ui ) = � · scoreLM (unew ,ui )
+ (1 � �) · scorew2� (unew ,ui )

(3)

3.4 Harnessing User Feedback
NEQA resorts to user feedback in two cases. The �rst is when
an incoming utterance unew is answered using templates in the
template bank. In this case, the user is asked to give feedback on
the relevance of the answer sets shown to her by either choosing
the one that satis�es her information needs or none of them, if
none is satisfactory. By propagating answer quality back to queries,
this feedback is leveraged to extend the question-query bank. The
second case is when NEQA returns answers using the semantic
similarity function. The answers obtained from the top-k previously
answered questions that are most similar to unew are shown to
the user for assessment. This feedback is used to extend both the
template and the question-query banks.

In both cases above, it is important to keep k small to ensure the
feasibility of asking for user feedback. In the experiments, we show
that this is the case for our choices of LTR and semantic similarity
functions. Additionally, we look at the extreme case where k = 1
and user feedback is bypassed by making the assumption that
answers returned by our system are correct, and can be used for
continuous learning.

4 EXPERIMENTS
We present extensive experimental evaluation and analysis of con-
tinuous learning in NEQA. Our experiments demonstrate NEQA’s
ability to continuously improve its answering performance over
time starting with a very limited training set. We show that the
answering performance of traditional state-of-the-art QA systems
where periodic re-training is done is inferior to that of NEQA, which
was designed speci�cally to support continuous learning. We also
show that the manner in which NEQA exploits the interaction be-
tween syntax and semantics allows it to support truly open-domain
QA by answering questions requiring predicates it has not seen
before.

4.1 Setup
Benchmarks.We use the following KB-QA benchmarks over Free-
base to evaluate NEQA:
• WebQuestions (WQ) [9]: This benchmark was created using
Google’s suggest API and crowdsourcing, and is composed of

Property WQ CQ

Size of initial training set 300 105
Size of development set 300 300

Initial templates acquired 223 85

Table 1: NEQA initialization statistics.

5810 questions, each paired with its answer set. These are split
into 3778 training and 2032 test instances.

• ComplexQuestions (CQ) [5]: This very recent benchmark
focuses on more challenging multi-constraint questions. It con-
tains 2100 question-answer pairs from (i) a commercial search
engine, (ii) WebQuestions and, (iii) the benchmark released by
Yin et al. [62]. It is split into 1300 training and 800 test cases.

We base our extended analyses and comparisons with baseline
systems onWQ due to the lack of publicly available KB-QA systems
designed for handling complex questions in CQ. As detailed below,
small subsets of the respective training sets are used for initial
training, followed by streaming the complete test sets in batches to
simulate online answering and continuous learning.
Training. Table 1 gives a summary of the initial training stage. A
main motivation for resorting to continuous learning is the cost
associated with obtaining a large training set upfront. To simulate
small seed training sets, we randomly sample only about 8% of the
standard WQ and CQ training sets. These seed training sets were
used to initialize the (i) question-query and template banks (Sec-
tion 3.1), (ii) learning-to-rank (LTR) models (Section 3.2), and (iii)
language model component of the similarity function (Section 3.3).
The development sets (randomly sampled from the training set)
were used to tune the � and � parameters of the similarity function.
Crucially, NEQA is never exposed to the full WQ or CQ training
sets in our experiments beyond the above seed examples. After
initial training, NEQA is deployed to answer incoming questions,
performing continuous learning when necessary.
Continuous learning. During answering, NEQA receives test
questions from the respective benchmark in batches. At the end
of each batch, we retrain the LTR component and re-estimate the
language model with the data seen thus far. We set our batch size to
100 questions, so that we can observe the e�ect of continued learn-
ing over a larger number of batches (20 for WQ, 8 for CQ). Varying
batch size did not have any signi�cant e�ect on the observed trends.

We report system performance in two modes, which di�er in
their invocation of user feedback during continuous learning:
• NEQA (with user feedback): Here, we invoke user feedback
to select the most appropriate answer set among the top-k an-
swer sets obtained using templates and, if none are appropriate,
among the top-k obtained using the similarity function. We use
gold answer labels provided with the benchmarks to simulate
user feedback. We use k = 5 in both cases, as we �nd that it pro-
vides a good balance between recall and the number of answer
sets a user needs to look at.

• NEQA-No-User-Feedback: In this con�guration, we perform
continuous learning without user feedback. Instead, we take the
top-ranked answer set in either of the two lists of answer sets

Given a new utterance unew  and a question ui from our bank:



Comparison with Baselines
Method Avg. Precision Avg. Recall Avg. F1

Berant et al. (2013) 48.0 41.3 35.7

AQQU 49.8 60.4 49.4

Yih et al. (2015) 52.8 60.7 52.5

Savenkov et al. 
(2016) (w/o text) 49.8 60.4 49.4

Xu et al. (2016)  
(w/o text) — — 47.1

NEQA (No cont. 
learning) 52.1 60.3 51.0



Open-domain QA
• Removed training examples belong to: sports and government

• Tested on questions belong to above domains 



Method Avg. F1

AQQU 20.3

NEQA 50.3

Open-domain QA
• Removed training examples belong to: sports and government

• Tested on questions belong to above domains 



Questions Answered via 
Templates Learned Online

• what is the name of the currency used in italy?

• what is the head judge of the supreme court called?

• where did the battle of waterloo occur?



Question Answered via 
Similarity Function

Question: what films has [scarlett johansson] been in?

Most similar: what movies did [zoe saldana] play in?

Question: what was [sir isaac newton]’s inventions?
Most similar: what inventions did [robert hooke] made?


